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SRAM VCC, ., Challenges
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VCC/Freq scaling for power efficient computing requires SRAMs to
operate at low VCC

Increasing process variations exacerbate SRAM failures limiting the
lowest core operating VCC -VCC
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SRAM area scaling is getting harder because of
process variations and voltage scaling!




SRAM Failure Mechanisms
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Process Variation Trend

® Threshold variation:
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ITRS Projection for Vth and Leff Vairations Corresponding SRAM Failure Probability vs VCC
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Process Variation Trend

Increasing random variations & decreasing VCC
w/ technology scaling begin to limit
SRAM size & VCC scaling!

ITRS Projection for Vth and Leff Vairations Corresponding SRAM Failure Probability vs VCC
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Circuit Solution

® Dynamic/adaptive techniques 6T SRAM
® Dual supply column-based technique’

© Assisted read/write techniques?34
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SRAM cell sizing +ECCs

® 6T SRAM cell area vs. failure rate trade-off

o Carefully sized 6T SRAM cells for large caches have been more area efficient
than 8T'" and 10T%3 SRAMs at the same VCC ..

® Stronger ECCs allow us to continue VCC_, scaling (for now)
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Circuit Solution

® Dynamic/adaptive techniques 6T SRAM
® Dual supply column-based technique’
® Assisted read/write techniques?3+4

Order-of-magnitude failure rate reduction w/
conventional 6T SRAM + small overhead!

® SRAM cell sizing +ECCs

® 6T SRAM cell area vs. failure rate trade-off
o Carefully sized 6T SRAM cells for large caches have been more area efficient
than 8T'" and 10T%3 SRAMs at the same VCC
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® Stronger ECCs allow us to continue VCC, .- scaling (for now)
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Can we continue the current trend w/ 6T SRAM?
Probably not.




Architecture Solution

100mV difference @ iso-failure point w/
15% LLC size difference

4AMB-Small Cell
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® Small cell is 15% smaller, but 100mV higher VCC,_ .. than medium one

® Allowing failure in any one LLC way in each set w/ small cell give
100mV lower VCC,,, while 15% smaller overall cache area.




Dynamic Cache Resizing

® Designing a large cache operating at both high and low
voltages is very challenging
® Lower operating voltage requires a larger area per bit

Can we design a configurable cache?

® Allow as big cache size as possible when performance is
Important

® Allow as low voltage as possible at the expense of cache capacity
when power is important

® At lower voltages and frequencies

® Processor performance is iess sensitive to on-chip cache size due
to reduced frequency gap b/w main memory and on-chip cache

Reduce cache size to lower VCC, .. at lower freq
since performance impact is very small!




Conclusion

® VCC/Freq scaling for power efficient computing
® Require SRAMs to operate at low VCC

® |[ncreasing random variations & decreasing VCC w/ technology
scaling
® Begin to limit SRAM size scaling!

® Various adaptive/dynamic + sizing + ECC techniques

® Have reduced the SRAM failure rate by order-of-magnitude failure
rate w/ conventional 6T SRAM + small overhead.

o So far, 6T SRAM has been more area efficient than 8T and 10T
SRAM for large cache structures

® |[ncorporating architecture techniques

® Lower VCC_,, by trading cache capacity w/ lower VCC,,;,

o The performance impact is very small due to reduced frequency gap
b/w main memory and on-chip caches




