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Thanks to Dan Prener 

for collaboration and useful discussions
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2 out-of-order 
superscalar processors 

>1 Ghz, >10 GFlops total

L2/L3 

External 
Interconnection + 

Miscellaneous 

IBM Power4 chip (circa 2001)
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16 processors with 
cache: each 2 sq.mm., 

10 Ghz, total: 0.3 Tflops

SMP Interconnection 
Network: 20 sq.mm.

DRAM: 350 sq.mm.,  
35 Gbits External 

Interconnection Hub

Projection in 2001 for a 2011 chip

(Based on the SIA Roadmap of 2001)
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ITRS 2007 Roadmap
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p substrate, doping  α*NA

Scaled Device

L/α
xd/α

GATE
n+  
source

n+  
drain

WIRINGVoltage, V / α

W/α
tox/α

Smaller
Faster
Lower 
Power

Scaled technology generations

Dennard, 84

CMOS Scaling: Dennard’s Theory

SCALING:
Voltage: V/α
Oxide: tox / α
Wire width: W/α
Gate width: L/α
Diffusion: xd /α
Substrate: α * NA

RESULTS:
Higher Density: ~α2
Higher Speed: ~α
Power/ckt: ~1/α2
Power Density: ~Constant

Chart - courtesy G. Shahidi
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Utilization

Maximal utilization of transistors not as important
Scarce resources are

Power
Bandwidth

Use real estate for
Different forms of accelerators
Different types of cores

Turn on only those accelerators or cores that are 
needed

Within chip power budget
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Performance Unpredictability

Small geometry leads to
Process variability

Hence performance variability
Greater unreliability

Need to tolerate failures
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Approximate Computing

In many applications, approximate results can be 
tolerated

Not of course calculations involving your bank account
In a sense, Google search results are approximate
VIA 2020 applications can tolerate imprecision

User interfaces
Simulation of physical systems

Do not skirt around unreliability
Instead, tolerate unreliability through new 
architectural and software models
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Storage-Class Memory

Exciting developments
SCM Characteristics

Non-volatile
Denser than DRAM
DRAM-like access times
$/bit will approach disk $/bit eventually
More power-efficient than DRAM and disk



RN 7/10/08 11

Packaging Technology

Silicon carrier
3-D stacking
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Prediction in 2001
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Prediction in 2001
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IBM Roadrunner for Los Alamos National Lab

1 Petaflops
6562 Dual-core AMD Opteron chips
12240 Cell chips (used in Sony Playstation 3)
98 Terabytes of memory
278 refrigerator-sized racks
2.35 MW of power
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