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System Evolution

&g14 ] Bipolar to CMOS Transition

St2 S P

\;_/10 - Transistor Speed ~ 3-4X |

5

E 8 1 Traditional CMOS to 3DI

= - Power 10X 4

8 6 Density 3-10X 1t

L 4 Transistor Speed 3X 4

L

S 2

2 — - - - - - .
1950 1960 1970 1980 1990 2000 2010 2020 2030

Trends:

Q Highly parallel homogeneous / heterogeneous systems built with multiple small processors

» Weaker single-thread performance, good chip-level throughput performance, and excellent power-performance

Q Increasing cores / die, threads / core, transistors /chip, and virtualization containers will saturate on-
chip cache capacity and off-chip bandwidth

O Increased computational density drives the need for greater 1/O bandwidth and more efficient 1/O
processing

Q Application optimized systems and system-level accelerators grow in importance

Q Parallelism is exploited at all levels of the software stack
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Workload Evolution
Emerging

New and evolving workloads for emerging
application-optimized systems

Evolutionary

Existing Workloads

Time
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Workload Attributes

Chip Optimization:
More threads w/o single
thread performance loss

Single thread
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Chip Optimization:
Massive thread counts

IBM Research S. Daijavad 4



|"|II
(LAl I
rlllll
I

Application Optimized Systems
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Attributes
Provide compelling capability
Performance, Function and Cost

Interoperate with existing
applications and infrastructure

Product 2-4 yr
Enhancement |
Performance 66
Cost Focused Q05
Capability Scope \QO‘ 210X
eo\ | S
N 3° Implementation Approaches
=2 Tightly integrated system
QQ\Q Innovative software algorithms
e(é\ Tailored hardware extensions
O Customized software stack
e Broad
Scope
>
Time
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Integrated Acceleration
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*TCP/IP offload
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66\\ Industry Approaches
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Application Optimization Approaches

Tailored Tailored Software Tailored Software
Software + ASIC + custom hardware
_Tailored ~Tailored ~Tailored
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Operating Operating Operating
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p ( )
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Earlier Time to Market Later

O Loosely coupled: Traditional Heterogeneous Systems Approach
» Each step in a computational work stream is a separate application which runs on a subset of the systems

O Tightly coupled: Processor with Attached Coprocessor Approach

» Master application on the base system spawns work threads to the accelerator system as needed
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Transformational Hybrid Systems

Hybrid System

Hardware Components Software Stack

Memory Architectures SMP nodes 1/0 WisrE Fosior
Memory Technologies Optimized Interconnect Optimized

Nodes
Cores, Accelerators Commodity Interconnect Packaging

Middleware:

Storage
Sensor Level
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Different Flavors of Acceleration
for Hybrid Systems

Acceleration

| e

offload
Functional Memory I/O Network
unit bus-attached attached attached
Vector units Crypto Cell, GPU XML (DataPower)
Type 1 Type 2 Type 3 Type 4

~1-50 500 1073 10"4-10"6 R
tightly coupled . . loosely ’

Invocation latency/granularity (cycles) coupled
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Network Optimized Hybrid Systems

Example: Network-speed arrival of financial information from disparate sources (news feeds, tickers, subscriptions,
exchanges, clearing houses) pre-processed for risk analytics and automated trading. This will allow real-time response to
complex market and credit conditions and greater visibility into real economic conditions

Network-speed processing of streaming data
Complex filtering and event correlation

Market Feeds. News
Feeds. Search
results. Legal filings

High value
events

General-Purpose

High Volume Network-speed Subsystem Subsystem

Structured & Unstructured
Streaming Data Sources

Hybrid System

Opportunities:

* Financial, Security, Streaming « Climate, Population
* Health and Diagnostics, Data Analysis « Global-threat containment, Power grid
» Transformations and Correlations o ...
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|O Performance vs. CPU Performance

(log-lin) CPU vs. Ethernet vs. Internet Notes:
1. Assumes 40G Ethernet in 2010
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First publications on TCP/IP offload

U Since mid 1990’s IO speed grows faster then CPU performance: delta ~ 0.5 — 1 Order of M.

U Multi-core processor chips seem to allow catch up, though:
» Only if off-chip bus speed scales linear with number of cores
» Only if 10 tasks can be well balanced over all cores

U In addition, scale-out will put more demands on I/O — more synchronization / messaging
between cores, not necessarily limited to one multi-core processor chip
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A Throughput-Optimized MMT System

U Network Processing + General Purpose Computing + Targeted
Accelerators

Compute/
Memory

Accelerators

IBM Research S. Daijjavad 12



Example: Wireless Network Infrastructure Base Station

Antenna

Radio Access Network (RAN) Core Network (CN)

Internet

Wireless GW
SGSN/GGSN

Antenna

Base Station

___________________________________________________

RRU: Remote Radio Unit

BBU: Base Band Unit

SDR: Software Defined Radio

GGSN/SGSN: Gateway/Serving GPRS Support Node
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Trends in Computation and I/O Requirements for Wireless Base Stations

Computation requirement per wireless spectrum carrier
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In 2015, a base station with 3
sectors requires > 4500GIPS
computation capability, and
120Gbps I/O capability

40x computation and 1/O
requirement

2G -> 3G -> 4G
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Software Challenges for Hybrid Systems

UMulticore
» Applications must contain inherent parallelism (Amdahl’'s law)
= Options
— explicitly expressed in programming model
— implicitly implemented in middleware (JEE)
— automatically detected by compiler (long history of limited success)
= w/ appropriate tooling (development, performance)
» SW stack (middleware, OS, etc.) must preserve and map parallelism to HW

» Has been a very challenging problem for several decades

UHybrid
» Different communication, coordination, programming model assumptions
» Applications must have components that can be accelerated

= Must be explicitly expressed in programming model or
= Common function that maps directly to semantics of an accelerator
» SW stack must preserve and map effectively to HW

» All the problems of multicore, plus ...
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Multi-threading Enablement will Occur at Multiple Levels of the Stack

Application SAP, PeopleSoft, Siebel, MS Office, Google Apps
Frameworks

Application
Programming Models

Enterprise SOA, Network Mashups

Scripting Languages PHP, RubyOnRails, JavaScript, Perl, Python, VisualBasic

Middleware Websphere, DB2, MySQL, Apache, BEA, Oracle, .NET

Programming Tools Eclipse, Visual Studio

System / MW Prog.
Languages
Dynamic compilers,
VMs, Lang Runtime

Java, C#

JRE, CLR (Common Language Runtime)

Static Compilers Open Source, Vendor Proprietary

System Libraries Linux / AIX, Windows

OS and Hypervisors Linux / AlX, Windows, VMware, Xen, PHYP
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Different Approaches to Exploit Multi-Core Multi-Function Chips

Systems built around multi-core processor chips are driving the development
of new techniques for automatic exploitation by applications

No change to I I = I I I I I I [] Rewrite
customer code Single-thread Java Annotated Explicit Parallel program
program program program threads languages

Traditional Parallelizin
Compiler Compiler

JIT
9 Parallelizin
Compiler

Compiler

. . Parallel
Directives + Language
Compiler

Compiler Innovations

Speculative
threads

Assist
threads

Functional
threads

@ ]
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IBM’s Amino Project

0 Open Source Software for dealing with Multicores

» Sourceforge:

SORT SCAN PARALLEL-PREFIX )
Scalable parallel components
MST CONNECTED COMPONENTS SHORTEST PATH )
<
Parallel pattern framework

MAP-REDUCE MASTER-WORKER PIPELINE )

Multicore platform (AlX, Linux, Windows, Solaris)
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http://sourceforge.net/projects/amino-cbbs/

Exploitation of Accelerators

O Exploitation of accelerators at various layers of the software stack

Q The “lower” the layer of the software stack, the more “desirable” from the point of view of Independent Software Vendors (ISVs)

Benefit requires specific
customer exploitation

Direct use of acceleration in Customer Apps Transparent Benefit to
users of ISVs Products

ISVs Provided Acceleration Transparent Benefit to all users of the
e.d. Use of Decimal Floating Point in SAP specific Middleware

Middleware Provided Acceleration
e.g. WebSphere XML Acceleration by IBM

Increasing desirability

Implicit OS Provided Acceleration
e.g. PKCS-11 API for Crypto

PKCS-11: Public Key Cryptography Standard #11 is the Cryptographic Token Interface Standard
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Future 3D Technology for System Scaling and Modularity

O 3D technology allows for the equivalent of 2x to 4x density improvements beyond
normal semiconductor density scaling

O The modular layer approach to 3D allows for a multitude of application scenarios
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Processor Technology Trends
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The industry is adopting multi-core chips and energy efficient cores for aggressive chip and system-level performance growth.
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