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Hi h L l O iHi h L l O iHigh Level OverviewHigh Level Overview
Challenges for Memories

 Bandwidth
 Power consumption
 Resiliency Resiliency
 Flexibility
 Scaling (density, size, level of integration)

O t iti f M iOpportunities for Memories
 3DIC with TSV
 Architectural Customization
 Use of memory in computing
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Ch ll B d idthCh ll B d idthChallenge: BandwidthChallenge: Bandwidth

 Soon to exceed 1 TBps Soon to exceed 1 TBps

Intel
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B d idthB d idthBandwidthBandwidth
Graphics, and Networking have similar 

scaled bandwidth requirementsscaled bandwidth requirements
 0.2 – 0.5 TBps required soon
 Networking has low latency requirements

1 Tbps Lookup
Tables

500 Mbps Advanced
Services

Packet
Delivery

Lookup
Tables

Packet
Delivery

Lookup
Tables

Packet
Delivery
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OC192
(10 Gbps)

Delivery0 Delivery

OC768
(40 Gbps)



Ch ll PCh ll PChallenge: PowerChallenge: Power

Specifically providing this bandwidth at reducedSpecifically providing this bandwidth at reduced 
power
 DDR3 : 1 TBps  600 W of power
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C ti tiC ti tiComparative power consumptionsComparative power consumptions

DDR3 4.8 nJ/wordDDR3 4.8 nJ/word

MIPS 64 core* 0.4 nJ/cycle

45 nm 0.8 V FPU 38 pJ/Op

20 mV I/O 128 pJ/Word

(64 bit words)

Rotating Disk 40 pJ/Word

Without better solutions, memory power will dominate computing

6* At 90 nm.  Includes 40 kB cache, no FPU



Wh d th ?Wh d th ?Where does the power go?Where does the power go?

Core
16,000 bit fetch

Core
 Cell: 25 fF @ 1.8 V

 81 fJ per bit 

 Row
 8k to 16kbit wide

Driven at 2 5 V Driven at 2.5 V
 2.5 nJ/burst (1-4 bits)

 Sense ampsp
 Charge pumps to supply 

1.8 and 2.5 V to core
 Inefficient
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 Inefficient



Wh d th ?Wh d th ?Where does the power go?Where does the power go?

Command address dataCommand, address, data 
pipeline and “assist” 
circuits
M fli fl Many flip-flops

 DRAM process not 
idealideal

Input/Output
 Difficult timing specs 

consume considerable 
power

 > 40 mW/pin
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  40 mW/pin



P S liP S liPower ScalingPower Scaling

Scaling Core VoltageScaling Core Voltage
 Today 1.8 V
 Tomorrow, possibly 1.0 V, but scaling slowly
 What would be required to scale to 0.6 V?
 Advantages: Core power reduction; Reduced need for 

charge pumps

 Scaling Command/Address/Data power
 Complex pipeline with many registers
 Increased desire for this pipeline to be configurable Increased desire for this pipeline to be configurable, 

increasing its design challenge and power consumption
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Ch ll R iliCh ll R iliChallenge: ResiliencyChallenge: Resiliency

Issues:Issues:
 Soft Error Rate (SEU) of SRAM
 Checkpointing and resiliency of entire processor
 Future scaled server computers could spend 80% of 

their time checkpointing

10Note:  DRAM Failures almost all due to packaging



Ch ll C t bitCh ll C t bitChallenge:  Cost per bitChallenge:  Cost per bit
Issues:Issues:

 Cell Size
Technology Cell Size Comments
DRAM 6F2 Capacitance scalingDRAM 6F2 Capacitance scaling 

challenge
Flash 4.5F2 Scaling uncertanties

PCRAM 5.5F2 Density Challenges
Resistive RAM 4F2 – 6F2 Most promising?

F can be small.

 Fill Factor (% of total silicon area used for memory cells)
 Sub-array size
 Area of peripheral and interface circuits
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 Area of peripheral and interface circuits
 Most DRAMS ~ 30% - 40%



D it d S liD it d S liDensity and ScalingDensity and Scaling

MLC Flash

PCRAM

MRAMDRAM
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S d/PS d/P  A t d ffA t d ffSpeed/Power Speed/Power  Area tradeoffArea tradeoff

Example: DRAM vs Reduced Latency DRAMExample:  DRAM vs. Reduced Latency DRAM 
(RLDRAM)
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Hi h L l O iHi h L l O iHigh Level OverviewHigh Level Overview
Challenges for Memories

 Bandwidth
 Power consumption
 Resiliency Resiliency
 Flexibility
 Scaling (density, speed, power)

O t iti f M iOpportunities for Memories
 3DIC with TSV
 Architectural Customization
 1R1D cell
 Increased use of memory in logic and routing
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3DIC ith Th h Sili Vi3DIC ith Th h Sili Vi3DIC with Through Silicon Vias3DIC with Through Silicon Vias

Technology set:Technology set:

Wafer Thinning
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Wafer Thinning



C it h TSVC it h TSVCoarse pitch TSVCoarse pitch TSV
 Pitch: 40 m to 250 m Pitch: 40 m to 250 m

 Advantages Samsung
 Reduces need for wafer 

thinning
 Established production route 

because of cell phonebecause of  cell phone 
cameras

 Disadvantages Disadvantages
 Limits architectural solutions
 Really Advanced Packaging, 

not advanced integration
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not advanced integration



Hi h D it TSVHi h D it TSVHigh Density TSVHigh Density TSV

 Pitch: 1 m to 10 m Pitch:  1 m to 10 m

 Advantages:d a tages
 Permits architectural 

optimization

MIT LL

 Disadvantages
 Adds processing cost
 Adds complexity in design and 

test
 Limited supply chain
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Tezzaron



33--Tier 3DIC CrossTier 3DIC Cross--Section Section 
Second DARPA Second DARPA Multiproject Run Multiproject Run (3DM2)(3DM2)p jp j ( )( )

Two Digital & One RF 180-nm 1.5V FDSOI CMOS Tiers

Transistor Layers RF Back Metal

C i 0 4 fF

Oxide Bond 
I t f

Tier-3
3D
Via

Cvia ~ 0.4 fF

Interface

Tier-2 3D
Via

Tier-1 Tier-1 Transistor Layer 20 m20 m

3DM2 Process Highlights
11 metal interconnect levels
1.75-m 3D via tier interconnect

2-m-thick RF back metal
Tier-3 W gate shunt
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Stacked 3D vias allowed
Tier-2 back-metal/back-via process

Tier-3 silicide block 

MIT Lincoln Labs



Tezzaron 3D Technology: 0.13 um Tezzaron 3D Technology: 0.13 um 
Bulk CMOSBulk CMOSBulk CMOSBulk CMOS

Cvia ~ 4 fF

19Tezzaron



3DIC d M3DIC d M3DIC and Memory3DIC and Memory

Immediate application space:Immediate application space:
 3D memory stacking with coarse pitch TSVs
 Challenges:

 Justifying initial cost
 Cost scaling

More exciting application space:g pp p
 3D-specific architectures

 Memory-on-logic
 High-density TSVs High density TSVs

 Challenges
 Cost; test; design complexity
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E lE lExampleExample

 3D Synthetic Aperture Radar Processor 3D Synthetic Aperture Radar Processor
 Specifically FFT engine

 Opportunities Exploited
 Co-architected memory and logic

 3D specific design achieved the following
65% d ti 65% power reduction

 800% increase in memory bandwidth
 At cost of 22% increase in total silicon area (for the re- At cost of 22% increase in total silicon area (for the re

partitioned memory)

 1024 point FFT: 
16 GFLOPS 50 GB i 2 6 3
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16 GFLOPS, 50 GBps in 2.6 x 3 mm



3D FFT f R d P3D FFT f R d P3D FFT for Radar Processor3D FFT for Radar Processor
2DIC “optimal” design (+/-) 3DIC Optimal design

1. 1024 point FFT: 16 GFLOPS, 50 GBps in 2 x 2 
mm

• 60% reduction in 
memory power
• 67% increase in memory• 67% increase in memory 
area
• 8x increase in bandwidth

22



3D FFT Fl l3D FFT Fl l3D FFT Floorplan3D FFT Floorplan

Support multiple small memories WITHOUT anSupport multiple small memories WITHOUT an 
interconnect penalty
 Gives 60% memory power savings
 Memories communicate vertically only
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I li ti f 3DI li ti f 3DImplications of 3DImplications of 3D

What are differences between 2D and 3D 
implementations of THIS architecture?
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M b k i t d ffM b k i t d ffMemory bank size tradeoffsMemory bank size tradeoffs
E.g. 32 x 2 kbit SRAM 10x less energy/bit than 1 x 64 

kbit SRAMkbit SRAM
 With 17% increase in area (partially recoverable by in 3D) 
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TSV Pl tTSV Pl tTSV PlacementTSV Placement
Floorplanning, TSV placement and partitioning are 

easier in a memory-on-logic device than a y g
logic-on-logic design

17,634 TSVs

Power/Ground:
• 4554 A  B
• 4800 B  C

Signal:
• 4140 A B
• 4140 B  C

0.14 mm2 of TSV
(1 7% )

26

(1.7% area)



TSV T d ff i FFT PTSV T d ff i FFT PTSV Tradeoffs in FFT ProcessorTSV Tradeoffs in FFT Processor
Process Area loss

Lincoln Labs SOI 0.14 mm2

1.7%

Tezzaron bulk CMOS 0.02 mm2

0 3%0.3%

Package style TSV 2 mm2 or more*
(18%)

27
* Assumed “aggressive”  effective 15 m pitch (i.e. TSV + keepout)



Ci it L l P titi iCi it L l P titi iCircuit Level PartitioningCircuit Level Partitioning

Above is block level partitioningAbove is block level partitioning

What about circuit level partitioning?
 Distributing banks amongst tiers?
 Distributing peripheral circuits

 Issues:
 Size of TSV vs. memory cell
 Capacitance of TSV

28

 Capacitance of TSV



Di t ib ti b k t tiDi t ib ti b k t tiDistributing banks amongst tiersDistributing banks amongst tiers
 SRAM DRAM: SRAM, DRAM:

 Potential advantages in a homogeneous technology memory 
stack are small

 Little potential to decrease power or areap p
 Content Addressable Memory

 Searches memory for content
 Significant potential advantage

Search for “55”

 Significant potential advantage
 Due to high capacitance of match line
 Match line == “found” 0A 55

“55” found.  
At dd 0A

29

At address 0A



3D CAM Ad t 2D3D CAM Ad t 2D3D CAM: Advantages over 2D3D CAM: Advantages over 2D
In CAM Memory Core,

40% C ML ( hli i ) d i 40% C_ML (matchline capacitance) reduction
 27% P_ML (matchline power) reduction
 23% overall power reduction
 Area (footprint) reduction of CAM core cells: 

~50%
<Q3D model of interconnects for capacitance analysis><Q3D model of interconnects for capacitance analysis>

2D
Structure

3D
Structure 
with 3 Tiers

Power reduction 
in %

P ML 2 9 2 1 27%P_ML 2.9p 2.1p 27%

P_total 8.0p 6.2p 23%

30

Oh Only makes sense in low-capacitance SOI process



Partitioning ChoicesPartitioning Choices

TCAM cell

Metal interconnect
(a) 2D cross2D cross--
sectional viewsectional view
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(d) Stub shared cell partitioning Matchline capacitance comparison 
(Q3D field simulation)



T “DiT “Di i t t d RAM”i t t d RAM”Tezzaron “DisTezzaron “Dis--integrated RAM”integrated RAM”

 Mixed technology concept Mixed technology concept
 DRAM arrays in low-leakage DRAM technology (at node 

N)
P i h l i it i hi h f l i ( t Peripheral circuits in high-performance logic process (at 
node N-1)

 Bit and word lines fed vertically at array edge

 Expected results
 Reduced overall cost/bit
 Faster interfaces
 Lower latency
 Reduced power/bit
 Greater architectural flexibility
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 Greater architectural flexibility



3DIC “I ”3DIC “I ”3DIC “Issues”3DIC “Issues”

1 Cost1. Cost
 Cost in low volumes with 12” equipment will be high
 Currently at bottom of volume and cost reduction 

l ilearning curve
 Try to recover through unique product advantage and 

reduced silicon area

2. Test
 Known Good Die (or wafer) issues
 Changes RAM test and burn-in strategies g g

3. Thermal
 Power delivery / thermal dissipation codesign issue

M k DRAM b l 90 C

33

 Must keep DRAM below 90 C



E l C ti N dE l C ti N dExascale Computing NodeExascale Computing Node

Snapshot of the future?Snapshot of the future?
 “Extreme” stacking needed to manage bandwidth and energy
 One computing node:

CPU 750 C
Interposers

CPU: 750 Cores

16-32 DRAM die,
in groups

Vias

Substratein groups Substrate
10 TBps

0 1 TBps

34

0.1 TBps



A hit t l S l tiA hit t l S l tiArchitectural SolutionsArchitectural Solutions

DDR optimized towards cache row refillDDR optimized towards cache row refill
 And well suited for little else

Architectural Opportunities created by 3DIC RAM:
 Can separate memory array structure from architectural 

specification
 E.g. Tezzaron supplies “raw” multi-bank memory with g pp y

SDRAM style interface
 Permits co-optimization of floorplan, logic, and memory
 With CPU cores, fast 3D RAM removes need for L2 ,

cache
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Nanoscale Emerging MemoryNanoscale Emerging MemoryNanoscale Emerging Memory Nanoscale Emerging Memory 
Solutions Solutions 
 3DIC 3DIC

 “Dis-integrate” with non-MOSFET based memories

 Non-volatile memory
 Integrated functionality to improve resiliency of 

computers and logic
 E.g. Embedded check-pointing

 Neuromorphic computing
 Need: Analog memory or high density digital memory 

with DACwith DAC

 Non-memory applications of emerging memory
 Routing; Analog functions
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N hi C tiN hi C tiNeuromorphic ComputingNeuromorphic Computing
Need for scaling:

 Fast compact analog memory
 3DIC

S ti C t tiSynaptic Computation
Model

37



N I L iN I L iNano In LogicNano In Logic
Key:  Highly programmable, 

analog FET based on
D S

GFG

analog FET based on 
nanocrystal metal floating 
gate

Threshold Voltage vs. Program/Erase Time

(V
) VProgram = 4V

V = -4V

ol
d 

V
ol

ta
ge

 (

s s s s s

VErase = -4V

Metal Nanocrystal 

Th
re

sh
o y

Floating Gate
• High density of states
• Reliable
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Time (s)

• Reliable
• Good retention



E l NC FGE l NC FG b d FPGAb d FPGAExample: NC FGExample: NC FG--based FPGAbased FPGA
1. Shows benefit of a memory 

device in a static reconfigurable g
interconnect application

2. Palladium Metal nanocrystal flash 
reduces programming voltage to 
3-4 V3-4 V

39
Switchbox

8x power savings
4x area savings



C l iC l iConclusionsConclusions
 Memory Business readying for disruptive Memory Business readying for disruptive 

change
 Mix of rising challenges and emerging opportunities
 Key: Delivering new technological responses cost- Key: Delivering new technological responses cost-

effectively
 Challenges

 Bandwidth Bandwidth
 Power at this bandwidth
 Cost

 Opportunities Opportunities
 3DIC 
 1D1R memory

N di i l hi l i

40

 Non-traditional architectural mixes
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B fit f 1R1D llB fit f 1R1D llBenefits of 1R1D cellBenefits of 1R1D cell

 Permits highest core density Permits highest core density
 With high on:off ratio, large arrays are possible

On:off Ratio Max. Array

7:1 64x64

13:1 128X128
100:1 1225X1225

1000:1 12kX12k

8000:1 1MX1M
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3DIC T t3DIC T t3DIC Test3DIC Test
 Problem: Yield impact of One Two Three Four Problem:  Yield impact of 

accumulated (untested) 
silicon area

One 
tier

Two 
tiers

Three 
tiers

Four 
tiers

95% 90% 85% 81%

 Wafer on wafer stacking
 Test before assembly 

has uncertain utilityy

 Chip on wafer stacking
 Known Good Die Known Good Die 

potentially highly useful
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3DIC T t3DIC T t3DIC Test3DIC Test

Wafer probing a multi-thousand pin TSV field isWafer probing a multi-thousand pin TSV field is 
unscalable

5 m pad alignment

100 k t t f

 Logic die:  
 Need Known Good Die solution with compact test set

100 kg contact force

 Need Known Good Die solution with compact test set 

 Memory stack:  
 Need yield management and Known Good Die solution
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D i F T t S bD i F T t S b flflDesign For Test SubDesign For Test Sub--flowflow

Partitioning choices and DFT planningPartitioning choices and DFT planning 
dramatically impact ability and cost to achieve 
this

Directed pattern speed scan testing

Shadow DFT scan registers

Registered IO to permit scan testing

TSV integrity self-test

Registered IO to permit scan testing
Scan-based speed sorting

Hierarchical testCleanly partitioned clocks

46
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TSV S lfTSV S lf T tT tTSV SelfTSV Self--TestTest

1 Self-test for leakage easy to implement1. Self-test for leakage easy to implement
2. Gives 1/0 answer for read-out via scan chain
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P d li I/O d th lP d li I/O d th lPower delivery, I/O and thermalPower delivery, I/O and thermal
1 2D chip: S b t t

Heat Out (Watts)

1. 2D chip:
 Heat spreader next to heat 

source
 Short Idd Iss wires

Substrate
Active/oxide

I/O (Gbps)
 Short I/O wires over oxide

2. 3D chip:

Current In (Amps)

I/O (Gbps)

Heat Out (Watts)2. 3D chip:
 Bottom side power and 

signal delivery
 Top-side heat dissipation

Heat Out (Watts)

p p
 Through TSVs needed for 

thermal dissipation 
 Through TSVs increase 

LCR f Vdd G d d IO

48

LCR of Vdd, Gnd and IO

Current In (Amps)

I/O (Gbps)


