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Challenges

« Amount of data to be stored, moved & processed is rising exponentially
* Global demand for memory/storage is growing rapidly, outpacing silicon production
« Data movement is expensive

« Rising complexity makes programming and optimization harder
 Heterogeneity of components and how they are integrated into systems

« Fundamental barriers to memory and storage technology scaling
« Lower NAND string current, higher cell-to-cell interference, fewer electrons per stored state

« Wordline disturbance, variable retenton time, reduced sense margin
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PRISM Vision

Solve fundamental intelligent memory/storage (IMS) scaling challenges for 2030

- Create a novel computing architecture that:
« Answers when, where and how to store and process which data
« Seamlessly integrates diversity of memory, storage, compute & software
« Holistic cross layer IMS optimization from devices to applications

- Demonstrate capabilities using grand challenge applications
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PRISM Overview

Theme 4:
Grand
Challenges
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https://scholar.google.com/citations?hl=en&user=3smyfesAAAAJ

Theme 1. Systems and Software

Goal: seamless deployment of grand challenge applications in virtualized &
distributed IMS systems with 100x improvement

Task 1.5. Programming abstractions, libraries, and compiler support

Task 1.4. Security &

Task 1.3. Workflow orchestration, serverless execution runtimes, protection, enclaves,
scheduling, distributed services confidentiality
guarantees
=
Task 1.1. Platform-wide abstractions for heterogeneous memories, Task 1.2. AIMS control
management mechanisms, global policies plane: allocation, isolation,
™
CXL Switch Controller \
- ' [ - AIM/S processor
N Nic Ctrl Ctrl NIC P 1

Storage
CPU host SCM J—L Memory

)




Theme 2: Architecture e

Goal: memory/storage architecture enabling 100x more powerful IMS computing
capability at 10x larger capacity
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Theme 3: Devices & Circuits bl

Goal: fundamental advances in devices and exposure of their controls to higher
layers leading to 100x improvement in PPAC
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Theme 4: Grand Challenge Applications
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Personalized new drugs

e

Why? More than 90%
of compounds
identified during the
discovery phase fail in
the first phase of trials
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Deep Insights /\

PRISM

Motivation: Most data generated will never be touched by humans directly
and need automated analysis or human-machine partnerships

Goal: 100x gain in power-performance-area-cost (PPAC)

Key focus:
o Deep reasoning to support open ended queries
o Multimodal and cross-modal analysis
o Distributed compute, memory and storage
o Four end-to-end applications and datasets
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Contextual Video Extraction with Text or Video Queries. -
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Integrating Reasoning Module into Transformer for Q&A
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Contextual Fusion for Fast 3D Cloud Point Construction

Dense 3D model ‘

-
; -

- 2 -\-
- LIDAR late fusion Partially Overlapped Scenes

LiDAR

A-priori Scene
Knowledge

Model Database

Query

_ v 4
o 7 Multimodal
s ; " Transformer ¢ - - = Busi —_—
, ’ / Base . usion
: Block
J » Token
Optical Sensor . 7 Folding |
Optical data late fusion 3D Scene Point Cloud

&) sre |



Collaboration with other JUMP 2.0 centers e <

ISM

Theme 1 Cognition - CoCoSys: Tajana Rosing & Patrick McDaniel
« HD computing for intrusion detection in hosts and networks

Theme 4 Distributed Sys & Arch — ACE:
o Jishen Zhao: Tiering of Serverless Snapshots for Memory-Efficient Serverless Computing
 Ada Gavrilovska: End-to-end In-Fabric Programming for Graph Analytics
« Kevin Skadron: Integrating Heterogeneous PIM in Disaggregated Systems

Theme 6 Integration — CHIMES:

 Nam Sung Kim: Reconstituted Wafer-based Heterogeneous Integration Technology Tailored for Memory and
Storage Devices

 Shimeng Yu: 3D NAND acceleration of Mass Spectrometry

Theme 7 Devices SUPREME: Vijay Narayanan
 Embedding Security into FeFET NAND Array Leveraging the Intrinsic Memory
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Collaboration between PRISM themes

. Collaboration is under way; a few examples:
« Systems to architecture:
e Baris & Nam Sung Kim; Fred & Priyanka; Vikram &Tajana; Franz & Tajana
« Devices to architecture:
* Priyanka & Philip; Shimeng, Philip & Tajana

- Grand challenges theme:

« Applications released to PRISM Pls and students
 E.g. mass spectrometry CPU & GPU code plus datasets

« Collaboration with
e UCSD School of Medicine: Rob Knight (invited speaker today), Pieter Dorrestein
e LLNL: drug discovery pipeline and molecular dynamics simulations — joint paper
 LBNL: intrusion detection on networks; ESnet testing; student internship
e DoD: deep insights theme

. Infrastructure for PRISM demos at UCSD introduced
« Pls/students started using it, industry liaisons can join
« Visit breakout session on Demo infrastructure today!
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UCSD PRISM Infrastructure: Composable FPGAs, GPUs,

CPUs

ol
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~— Designed for Growth & Inclusion

HPC/HTC Resource
32 ALVEO FPGAs |
288 NVIDIA FP32 GPUs
48 NVIDIA FP64 GPUs |
Thbps WAN 10O Capabilities . /
Configurable Low Latency HPC Fabric e ® o - —

-
- -

Distributed Data Infrastructure -
National Scale Content Delivery Network
50TB 100Gbps NVMe Caches in 8 locations
4.5PB Distributed Data Origin across 3 Sites
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Systems available:

11,000 AMD and Intel CPU cores (1/1/2023)

1,100 GPUs (Nvidia A100, A10, A6000, 3090, etc.)

32 Xilinx Alveo U55cs in a composable system

10 PB distributed storage (Ceph & Origins in OSDF)
All on ~200 distributed nodes housed in
10/25/40/100/2006bps—connected Science DMZs

° Composable & Scalable Innovation
J Open to Campus Resource Integration
Open Community Support Model
Campus-Scale Instrument integration

BYOR & BYOD
Any Data, Anytime, Anywhere

«INT

Visit NationalResearchPlatform.org to join
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