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Executive Summary

Thenextevolution of the humarcomputer collaboratiorwill soon becomeeality. The Intelligent
Cognitive Assistar{ftCA)nitiative will accelerate the creation dfystemghat demonstratethe
harnessingf machine intelligence to work collaborativegnhancinghuman cognitive and physical
capabilitiesICAwill lead to the creation ohew platfornsto assist people in working, learning,
interacting with new cybephysical systemsedefine the humarcomputer interface transport,
healthcare, and other activitieglumans face a daunting list of challenges evesy dad the future ICA
applications willend ahelpful digital hand.These new applications will lnedividually adaptable and
developed toaugment the humamerformance and productivityestablishing new fields such as
Cognitive Atrtificial Intelligence /D at the humantechnology fontier.

This document summarizes the discussions and findings

i Nanotechnology Coagnitive technologies
from the ICA2 WOI’kShOpSpOﬂSOI’ed by the Natlonal (create hardware, model) ” (coggition, logic requiremen?s)
Science Foundatioand Semiconductor Research $-.. — t
Corporationon November 1415, 2017 The workshop - —O. . ©
brought togethera multidisciplinary group of experts to :-**_“"’:“
shape the vision of the future ofATand determine a %E;‘? —-—

comprehensive set of research needs for the ICA prograr
The workshoponsisted ofepresentatives fromi8industry COmputer SRR

companies;15universiies and4 government agencies. (create software)
Figurel. Convergence of Foundational Technologfes Brainlike Computing and ICAMihail C Roco)

Network Models

Brain science
(core system, model)

The workshop wadividedinto multiple researchtopic areaswith a diverse set of experts in each area.
Eachsession had a gliinctfocuswith avery engaged audience discussiesulting in the emergence
of sixcommon themess listed belowMany of thesehemeswere echoed in the research needs
identified in the breakout sessions:

1. Contextual knowledgeAggregate existing stimuli with past history to create context
Holistic Al:Combinemethods and technologies to enable complex reasoning tasks
Social Sciencédumans are complex, emotional, dynaggonnected and interdependent
Natural Human-ICAlnteraction: Needs to beseamles, comfortable, and trustworthy
Edge Processin@gnificant improvements imiser local, low powearchitectures
Exception casesShould be the operational norm not the outlier

o gk wN

The program goals, future applications, and research space for the Intelligent Cognitive Assistant (ICA)
initiative are vast from production to social lifeDespite thaimmensity, apool of expertswasable to

identify these ommon themes as the nederm foci of research that will drive this vision. We are on

the precipice of creating Cognitive Artificiatelligencewhichwill enrich the lives ohumansover their

entire lifespan from childhood to senectitudeénhancing human physi@mgnitive capabities, while
respecting social, ethical and legal concerss main goaFuture ICA applications will be the new
foundational teéinologydrivingthe next wave of economic growmdimprovingthe quality of life A

new publicprivate partnership(government, industry, and academia) must be created to drive
fundamental research on these mutdisciplinary themes.
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WorkshopDetails
Organizing Committee

Ro Cammarota / Qualcomm Sylvia Downing Ihtel Leslie Faiers / SRC
Brent Hailpern / IBM KenHansen / SRC Bruce Horn / Intel
Greg Leeming / Intel Ron Kaplan / Amazon Arvind Kumar / IBM
Lama Nachman / Intel John Oakley / SRQChair Jose Pineda De Gyvez / NX]
Mihail C.Roco / NSF Vijay SaraswatIiBM Reid Simmons / NSF
Howard Wactlar / NSF David Wallach / SRC

Background

This Intelligent Cognitive Assistants workslkigpA2) is afollow-on to an earler workshop(ICA1) held
on May 12-13, 2016 The goabf the first meeting was to determine the guiding values and end user
applications to be covereane of the key takeways was the need for intelligent agents which

enhance the humatomputer interface This Enhance

follow-up ICA workshop was focused on N, 4 abilities

o . o TASKS> j s | 2 —
reinvigoatingthe ICA programwvith industry 1 ' v,/ \ ;
involvementandrefininga list of ICA research SENSING> =« Machine ‘°‘>
needs This list of research needsll be the basis m capabilities '

Learning

for a joint NSF/SRC partnership for university
research. Figure2. Defining Cognitive Al for ICA (Mihail C. Roc

An earlier reportd / 2 Y @S NEHA Y 3 ¢ SOKYI2dz2l3yA StaS NOR2XNNMIMANPES A Vv 3
Report2002, Springer 2003)ecommendedd LIS NE 2 vV | £ | a2aNU aAlyF yUikeS oTNEENBSINEL.
I a&Aadl shé\dsionady pr@ettdat will be realized within twenty years.

In 2015, PCAST recommended supportofain€ A { S O2YLJzi Ay 3aY &/ NBFGS |y
can proactively interpret and learn from data, solve unfamiliar problems using what it has learned, and
2LISNF S gA0K GKS SySNHe& STFTAOASYyOe 2F GKS Kdzyl y
http://www.nano.gov/futurecomputing 2015 Ref 2). As a follow up, NSF proposed using {bikeen

computing as the logic unit for ICA.

TheComputing Community Consortiuf2016, Ref 3) sponsored the repdrt! Ce@afing Science: a
grand challengefor La> ¢KSNBX GKS &adzZ33SaidSR FNBlFra 2F NBaS!H
intelligence development.

ThelCAinitiative isthe result of convergence of fast advancing figlidscience and engineering that
would alow efficient implementation of cognitive artificial intelligence, rReon Neumann computing
architecturesprogress in cognitivpsychology, problersolving algorithms, and humamachine
environment effective interfaces (Refafd 5.

Earlier research oathical, legal and other societal aspects will be a condition for acceptance and
progress of ICA including hum#A and humahCAhuman interactionsAtrtificial intelligence and
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brainrcomputer interfaces must respect and preserve people's privacy, igeaiifency and equality
according to the report from a 2017 NSF workshop @rdfuture Al systems need management
transparency (explainable systems and actions).

The ICA vision is at the confluence of two national programs (National Nanotechnologiw#itiat
www.nano.goy and National Information Technology R&Ryw.nitrd.gov), as well agwo OSTP
initiatives (BRAIN and National Robotics Initigtiteree NSF Big Ideas (HumBechndogy Frontier,
GrowingConvergenc&®esearchand Harnessing Data Revolution), and a NAE Grand Challenge
GWSHSWNHASYSSNI KS . NI AYyED

In orderto change paradigms artak able toaddressboth general anaéxception caseshe reportaims
at encouragingxploration of new concepts, such as those illustrated in Ref 7, 8 and 9.

In 2016 NSFand SRC together with 11 compansg®n®red the October 2016 workshop focused on
the requirementsoft LY 0 St £ A ASy (G /(EALY. Phé dod S to bréatieysténis thgt ara ¢
highly useful to humans, specifically on tgplicationof harnessing machine intelligence to augment
human cognition and mimic human problesnlving capabilitiesResearch will focus on exploring
scenarios for developing the novel ar@utures, concepts, and algorithms that will be required for
Hssistant§o perceiventerpret, reasonlearn, evolveand interact in an energgfficient manner, and
in this way to provide actionable informatipphysical supporiand informed advice ttheir human
users.

Threeapplicationscenarios were describeglife-long education, group work, and elder cayéat

incorporate sensitivity to these research parameters in complex social environments, and which

require interdisciplinary research to fuladdress. These life cycle scenarios can also be used directly as

I WNRBIFRYFLIQ G2 3dzARS ySg NBaSIFNOK (2¢6F NRa | RRNE
individually evolve as well as interact collectively throughout their lifetinreaddition, becase of the

breadth of the pending impact of the application of machine intelligence and more specifically,

WLy GSttA3ISyd /23a3yAGA@S aaradlyidaqQs 2y &adzOK | g
and ethical responsibility to ensure that sugsearch is aimed at the common good.

Thesameguiding values from the IGAworkshopwere used in the IGR workshop; these are

1. Enhanceand servenot replace, human capabilities.

Adapt with flexibility to dynamic, realiorld environments
Cultivatectrusté among humans and machines

Facilitate "natural” interactions

Incorporate multidisciplinary multi-stakeholdermerspectives

a o
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The ICA organizing committe@dentified five primary research arsand five ICA application¥hese
areas were used teolicit industry, government, and academic involvement in the ICA workshop.

Tablel. Suggested Research Topic Areas
Perception vs Cognition
Case Studies of Existing Digital Assistants
Increasing Emotiondhtelligence
Beyond Five Tribes of Machine Learning
Better Understanding of Common Sense Reasoning (Essence of Things)
Data Selection for Reinforcement Learning
Moving Beyond von Neuamn Computing Architecture
Local Preprocessing for Speed, Security, and Personal Context
Adaptable, Scalable, and Flexible
Devices, sensors, actuators
Data Sources where Biases are Modeled and Encoded
APIs and Toolkits
HandlingSparse/Incomplete Data Sets
Natural Language Processing
Gestures, Perception, Vision, Sound, etc.
Augmented Reality to Increase Trust
Hardware for natural interfacing

Cognitive Psychology

Approaches to Artificial
Intelligence

System Architectures anc
Devices

Data and Modeling

Natural Interfacing

I I Dy I B Dy Dy I DD Dy D D D

Table2. Proposed Application§rom Organizing Committee

Personal Adaptive Tutor A Adapts to each individual students/employees
A Awareness to things such as mood, surroundings, situation, etc
A Leverage traits such as response time to assess knowledge absorption
Elder Care A Personal/Healthcarassistant to support specific needs
A Knowledge of medicine habits and connections to doctors
Cognitive Assistants in A Address social and ethical aspects of cities and communities
Smarter Communities A Team Assistant to support collaborative work environments
Contextaware Assistant A Seeing it would make basic imfmation available in AR/HUZontrols safety, etc.
(E.g. Nail gun training) A Pointing at others would display warnings
A Automatic counting of nails, time, etc.
Behavioral Models for A Model behavios2 ¥ RNA @SNE | yR LISRSaA(GN®KbGaE2KI
Autonomous Vehias
Other applications for A Global Instability
consideration A Environmental sustainability
A Climate Change
A Augment factory workforce to reduce repetitive tasks
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ICA2 WorkshopOutline

To facilitate the creation of the ICA research prograr8R& NSFsponsored workshop was hedd the
IBM Almaden Research Center in San Jose, CA on Novermbgr2DA7. The agenda and presentation
materialsare availablat hitps://www.src.org/calendar/e006378(log-in required) The goal of the
workshop was to gathea multi-disciplinary group oéxperts from industry, academiand

government together to discuss relevant, high pitypresearch needsrhe outcome of thavorkshop
will be a set of research needs which are the basis for a JointI8&&@esearch partnership beginning
in 2018 Over 60% of the participants were from industry, representing 18 companies in software,
hardware, social media and various application areas. About 30% of participants were experts from
academia, and 10% from government organizations and professionatiescie

The ICA workshop begin with opening remarks about thsion of the ICA initiativand opportunity

for researchThelCA2 workshopwasstructured in five sessions oseveralopics determined by the
organizing committeeEach topic area session svahaired by an industry leader, started with a 30
minute keynote, followed by multiple 5 minute talks from each panelist, a 30 minute round table with
audience interaction, and concluded with an informal discuspenind. Each topic area session had a
good mix of industry, academia, and government representation from many different fields of study.

After the five topic sessionthere werefive paralle| research area focusdateakout sessions where
the attendees spent 90 minutes brain storming on theaarch needs for their research area, followed
by 60 minutes to prioritize the research needs, and concluded with each topic chair presenting the
research needs &m each group to all attendees.
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Research Aredresentations

Session 1CognitivePsychology
Topic Chair Lama Nachman / Intel

Keynote Bruce Horn / Intel Intelllgent Cognitive Assistantdgth Complementary
Speaker Learning
Shiwali Mohan / PARC Interactlv_e Cognitive Assistants: Design, Deployme
& Analysis
Paneliss Jonathan GratchUSC Challenge# Artificial Emotional Intelligence

Misha Pavel / Northeastern = The Ultimate ICA: Approximating Human Intelligen:

David Reitter / Penn State Bounded Cognitive Ahd Dialogue
Intelligent Cognitive Assistamtih Complementary LearniggBruce Horn / Intel
LY y2i (G422 YlIyeée &SI NBRIX KdzYl ytigbtiNdodpdandtheR O2 Y LJdzi
resultingpartnershipg A f t GKAY 1 & y2 KdzYty oNIAYy KFa& S@OSNJI

Contextisthe circumstanceshat form the setting for an event, statement, or idea, and in terms of
which it can be fullpnderstood Future ICA systems will need to combine Atrtificial Intelligence
approaches with inspiration from psychology, cognitive science and neurosciendei¢geac
conceptual learning, fast instance learning, and lifelong learfihgmulti-facetedlearning capability
isa key step in Cognitive Al developmentthe future, the digital assistants wallistomize themselves
to their human partneby having a pesonal knowledge graph, social graph, activity gragid world
knowledge graphA personal intelligent agent will act in your best interemtticipate your
needs/wants runs ondevice/not incloud, and acts on your behaBome key metrics are trust, ass,
reciprocity, explainability, and transparency.

One example created by Intel and Oaklec.,is the Oakley Radar Padéis very ambitious project
merged many different technologies to build a brand natural interaction platfdrinms platform has a
spoken conversational interface and is a running and cycling coach where context is key

Oakley Radar Pace

\

~ ~ o, 2

v

-« Spoken Conversational Interface 4 i~
= Goal-driven (cycling/running coach) ~, I
- Personalized coaching athlete model
= Multimodal fusion (speech, GPS, heart rate, foot pod,
accelerometer, altimeter, gyroscope, ...) d
= Acoustic, language, and dialog models
« Platform supports human language phenomena like f
anaphora/coreference, fulfillment, correction, confirmation,

follow-ups, meta-conversation, barge-in, and others “

Figure3. Oakley PACE: Example Natural Interface Platf¢Bruce Horn)
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Interactive Cognitive Assistaribesign, Deployment, & AnalysBhiwali Mohan / PARC

To advance Artificial Intelligen,there will need to be advances in Cognitive Science
Cognitive architectures are blueprints for intelligent behavior (percdieeideact). Future

Als will be expected tdynamicallylearn new taks The cognitive models will be

instrumental in collaborating with humans; coaching human activities will help users achieve
their skill learning and health goalSome key metrics are usability, acceptability,

correctness, efficiency, confidence, aneiibility of instruction.

Figure4. Example of &ersonal Digital CoactShiwali Mohan)

Challenge# Artificial Emotional Intelligenedonathan Gratch / USC

Recognizing emotionsanreveal many thingabout auser, but still needs additioal context to have a
full understandingHumans have been trained to
seltregulate their expressions, and most
expressions have nothing to do with emotion
Emotions are heavilgepender on context and
are sometimes used to evoke emotion het
observers Studying the dynamics of human
interaction with social machines is a prime facetjgg
on future Cognitive Al researcBne key question |
A A G éima:hizfeelipress—:‘mod A2 y~ K ¢ SimSensei nods at appropriate points in the dialogue

Figureb. Ongoing Research in Emotidntelligence (Jonathan Gratch)

The Ultimate ICA: Approximating Human IntelligeMisha Pavel / Northeastern
Gl aaradAayad KdzYlya Aa Y2wWp DRIEKE f Sy RV INIGKK VLIT A W F

Understanding types of intelligence is another key aspettlligence comes in many formssch as
Crystallized Intelligence (trained skills) and Fluid Intelligence (reasobiaggloping the framework for

fluid Alwhichhandlesanomalies without corruption is a key focus of future reseawith ever

increasingy Wmartevices, there are many unobtrusive, continuous sensing systems which can assess
the user One interesting find fronstudiesis manyuseis which repeatedly train with digital assistants
become accustomed to the training and perform better atigeg taskbefore and afterthe training

l— Model-Based Inference & Assessment |~
ulati

°o l T
; Assistive i
. L4 R
® . Action 4
°
‘EE'.

Figure6. Vision: A framework for Intelligent Cognitive Assista(iflisha Pavel)
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Bounded Cognitive AihdDialogue- David Reitter / Penn State

Soon, intelligent assistants will be alteoutperform human capacities for commuaton and

memory in many ways:or instance, they witirectlyaccess systems that computdraveand humans

do not have, such as largeale, reliable, reproductive memory, and fastralkel procedural

procesang. In other words, humans and compugehave different limitationsTo allow both to

interface efficiently, it will become important for A.l. to structure interactions to suit human needs and
to limit information display to providenly as much informatia asis necessary and processable.
Because intelligent assistanisll ideally use nosscripted,openended interactions as compared to

the static graphic user interfaces wew know, they need god models of their human users.
Specifically, they need toebaware of information bottlenecks, generally, bounded cognition.

Cognitive science can, today, explain how we contextualize aukitty and our communications.
Bounds to cognition are important: we do not think of everything at all times, but ratagmttention

to important aspects, and keep justew concepts in working memorWe expect cognitive assistants

to do the same in theiinteractions with humans.
Limiting scope, attention, and information density i:
keyto managing bounded cognitioin an example

from naturallanguage dialogue between humans, i

can be seen that human dialogue partners similarl -
manage the information density of their utterances
shifting strategically from information contributor to
recipient and back, and leveling imfoation density

to awid peaks in cognitive demanbhtelligent 8- y

assistants should aim to do the same, and designe V 4

of such assistants are advised to maketsigéic use r 4 group

of human limitationsIn that way, we can haess V4 — i
the power of advanced Awhich outpeforms e~ & B8 suitchboard: intiator
humans in specific ways, while interfacing with i 734 Switehboard: responder
humans to agment their broader cognition. (A N T NN AR BT

within—episode position

Figure7. Humans strategically manage information density throughout each topic episode, taking on different roles
before convergingempirical data shown from two largescale conversation dataset¢David Reitter)
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Session 1 Round Table Discussion

Are humanswilling to gve future Intelligent Agenstotal authority? The emergence of GPS has
revolutionized navigation but has als¥ Ik & SR K dzY | y Qdrienkaie AWVill théinéxt § 2 a St T
generation of CAl do the sam&aiving a future ICA application suggested control will need to be done
with extreme care to engender trust and improklemancomputer collaboration.

How doyou measure he peformance of a given ICA applicatiol?s highly dependent on the goal of
application anl to a lessr extent the user preferencé.rust isan emotional construct and key

metric, but it ishard to measure and very easy to loffean application sgsA i ¢ & G a2 NNE ¢ >
actually change its future actigno prevent a future occurrence

What are the challengesinmgva (2 | RR &/ Thatkirdl Wrave2o0§/Al has facused oK

perception and hasxceedechumans in several caseghe frontallobe of the brain handles the

slower, more deliberat¢hought processest 2 R @ Q&4 LISNE2yFf Faaradlyida |
actually executing canned responsksy RSNAR Gl YRAY 3 (GKS 4l & KdzYlFyQa 0l
CAI.Onthe forefront of research is the concept &fystematic forgettinGto mimic how human

memory functions.

a2@Ay3a 2dzi 2F GKS I 0 stdms break dowrSrerNdbickRetengin R> G 2 R
emotional context becomsincreasing difficult as more stimuli are givi® thehuman userResearch

has shown that expression does not directly map to emotion (sometsneling is a defense

mechanism instead of displayof happness); personatontext is keyEmotional responses are

dynamic, not static; using standard pietive coding methods works on the assumption of stati

response to a given stimuli.

WhenF dzii dzZNB L/ ! | LILIX AOI G4A2y&a NBI R Y2 NBmphcationsok S dza S
machines having this additional data? Gneygestioris keeping thisnformation localasa

requirement for future applications, but as humans we share some thiniggsone daughter but not

with other, so this is very context specific for each user. If the user knew the amount of bi@snetric

which are being captured, wouttie user change their responses? Humans typically cannot predict

their own emotional response to sharing information until their have already shared that information.
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Session 2Approaches to Atrtificial Intelligence
Topic Chair Brent Hailpern / IBM
Keyote
Speaker
Todd Hylton / UCSD On Thermodynamicand The Future of Computing
Julie Adams / Oregon
Paneliss State
David Traum / USC Offto Seethe Wizard
Craig Knoblock / USC Task Learnintp Build Intelligent Cognitive Agents
Holistic Conversational AssistanBharles @iz / Nuance
5SSt 2LIAY3I aK2ft A &kejchallende ofdutu@ intBINgané Assistariitheseta®
systems that requir@ hybrid collection of Al technologiédeep learning, symbolic Al, statistiefc),

Charles Ortiz / Nuance  Holistic Conversational Assistants

Intelligent Adaptive Assistants

all of which must operate in a holistic fashion to solve problems of interest to aksamples of such

systems include future personal conversational assistants dsag/@liture robotic systems that require
integrated reasoning and language capabilitieevelopment will primariljocus on examples from the
former case and describe work in support of taghtered dialogues that involve the coordination of

many complexnodules, along with models of muligens with collaborative support.

Holistic Al systems will require eitd-end integration of many computation elements like perception,
language, cognitiorand action¢ 2 R @ Qa | & a A a UyogeéhotyagdrRiS$ a shaghetli & LIA O €
model to add new capabilitiesluman dialog must be studied as a linguistic ontology where context is

constructed as art of the dialog progression; human conversation is not a website search.string

Future holistic Al systesrmust be tested with real world data; one suggestion is for NSF to spanso

challenge problem to stretch the boundaries of future Cognitive Al systems.

Goal: Conversational interaction in context!!

Humans change their minds, juggle multiple tasks, have personal preferences

7:30 might be better
| want to find a because of the baby

restaurant for sitter

8 pm.
How many people?

Sorry, | don't have
menu information

2 people. I'd like a
place that serves
linguine and clams,
but here are some
Italian restaurants
And it shouldn’tbe

ROy Ok, how about

one of these instead?

Actually, how about Lot o) Gotcha. Here is one
Mexican with parking you've liked before
nearby? and near the cleaner:

Figure8. Human Conversation is Very Complé2harles Ortiz)

2t 02N 0ADBS al OKAySa G2 9yKFyOS | dzvYty |/
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On Thermodynami@sd the Future of ComputingTodd Hylton / UCSD

Aprimary problem in computing today is that computers cannot organize themselves: trillions of
RSAINBESa 2F FNBSR2Y R2AYy3 GKS alyYS addzFFill-23SNI Iy
suited to complex, realvorld problems One concept for the future of computing is Thermodynamic
Evolution The idea that thermodynamic potential in the environment drives the creation and
maintenance of organizations to relieve that potential by irasiag the thermodynamic entropy in the
greater environmentA ThermeDynamic Computer (TDC) is a system that evolves its organization to
transport free energy in response to electrical and information potential in its environmehDC

learns to gather dfuse sources of energy in the environment, concentrate them, and deliver them
back to the environment where they become even more diffuse (entropy is incredSealution of a
Thermodynamic Computing system can be biased through programming, trainingvaarting

Intelligent Adaptive Assistantdulie Adams / Oregon State

The goal of the Intelligent Agent is to develop a seamless synergy between humans ard (semi
autonomous machines in order to achieve complex tasks as effectively and efficieambtybétter,
than human only teamsSome key technologies to be developedial areealtime sensor
fusion’assessment, understantyteam and task states, modeling apcedicting of current and future
states, andhe ability to autonomoushadag.

Offto Seethe Wizard David Traum / USC

alyeg 2F (2RI @Qa R-shdtka8k-enginésavibich aré Hanfluithored\aBd s@méghat
brittle. Current deep learning systems hasgperiorperformance to known and similar tasks and often
have spectacular oweird failures that may even look like succeBs advance the cognitive Al, new
directions need to be investigated to achieve Intelligent, Empathic, and Ethical assistants:

1. If I only had a brain: include models of user goals (not just utterances) witk fdaachieve
them, use of conversational implications, and comnrsamse interfacing

2. If I only had a heart: include models of emotion and empathy (build rapport with user, sensitive
to user preferences) and help when user would welcome addic@dt breakflow)

3. If I only had a nerve: include system goals separate from user goals, distinct models for
RAFFSNBYU dzaSNEZXZ FyR al @& -téryif2sdongeliger dediBsINE LINA |-
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Task Learnintp Build Intelligent Cognitive AgertSraig Knolbick / USC
Today most people use personal assistants (SIRI, Alexa, Cortana, Gaiogler fixed, known tasks
like to set an alarmWhat is missing is the ability to dynamically learn new taBRke typical user
desires the Intelligent Agents to executesks for
them but it should be able to handle new tasks,
adapt to changing situations, and customize
knowledge to individual usergo achieve this
goal, the ontology of knowledge and tasks need=—— =
to be understood with the ability to adapt over | * il =
time. There needs to be a combination of B
machine learning, inputs source discovery, and ~E&=
directed task learning. ==

Task Learning

Task Task E>
Learning N Models | (7

Figure9. Task Learning is Key for Future Cognitive @gaig Knoblock)

Sessio2 Round Table Discussion

Howwill ICA redefinehe RS FTA YA G A2y 2 F Futuesafpithtitns wiSmakeShg BESanK
colors/fonts/buttons and move natural language processmfecoming directed searctike strings.

The expanding interfacing modals make it more challenging and requiresugystudy and human
trials by giving them options to use/not use modals in various combinations (mind reading will be a
new challenging modality to handlé)he user should not need to learn a new language to interface
with future applications.

A few examples were given of previagesmiautonomous systems andsues with howhumans
interfaced with them As the ICA application become more ubiquitous, the ways humans interact with
the intelligent systems and thevorld will dramatically changand will continue to evolve other time.

Much of the world knowledge is fact based, not task based. This nteatihe existing ontology of
knowledge does not scale well to CAl. One idea is to crowd source the development of a pantheon of
task based knowledge. 2 Gt K (G e LJSa 2F (1y2¢tSR3IS 6S 06S NBI dzA NB
NB | & 2 ybsyditbgdoteurs becauseo sides do noknowwhat the other side wants or needs.

The exception is the norm for most conversatiofggregating knowledge with interg a key focus of

CAl.

Future ICA applications will be tasked with team collaboration, personal education, andragiage.
Different situations create different challenges, maybe decisions need to be temporal salient. Multiple
ICA applications willeed to collaborate with the users as well as each other. The time value of
knowledge and action schallenge for ICA research.

What would you do if there waslallion dollarsfor research? One answer was an executive assistant
which shapes your dailyfdi but future Intelligent Agents wilimplify almost every human daily life
Having contests are great ways to accelerate the stdiart.
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Session 38ystem Architectures for ICA
Topic Chair Arvind Kumar / IBM

Keynote Jeff Krichmat UCIrvine EffICIent', Predictive Codirand Thermodynamic
Speaker Computing
Geoffrey Burr / IBM Are nonvon NeumanrArchitecturesEssential?
What More Can We Leam from Biological Systems
Paneliss Ada Poorl Stanfad That Would Aide Usiin Designing ICAs?

Roozbeh JafafiTexas A&M  System ArchitectureBor ICA: Role of Wearables
Emre Neftci / UC Irvine Neuromorphic Learning Machines
Efficient, Predictive Codiagd Thermodynamic Computirgeff Krichmar / UC Irvine
Cognitive computing and cognitive architectures have derived inspiration from many sources over
several decades. There are two main directions that have dominated developments in this field for
decades: understanding and mimicking the brain (e.g. neurolorpomputing or computational
neuroscience), and optimization with largeale parameter refinement (e.g. machine learning). A lack

of holistic methods and a strong
approach. In contrast, thields of

reductionist, dataven approach, hampers the brattirected
artificial neural networks, machine learning and artificial

intelligence focus on wetlefined benchmarks or problem statements, are largely agnostic about the

technique used, and thus tend to be over specialized. Both approaches have metiitabiltey lack a

critical component of understanding necessary for diverse, capable cognitive computing systems that

rival natural systems.

L T TN S
| Attention and biased competition ]
M, =arg min Ia’tk'

Optimisation of synaptic gain representing |
the precision (salience) of predictions

. ¢

Associative plasticity

;!gr = éﬁ;f

Optimisation of synaptic efficacy A
y

Perceptual leaning and memory - u—argmin Dy, (¢(9 | p(3| &)

M, =argmin Idfl-’

Optimisation of synaptic efficacy to represent and the conditional density on sensory causes
causal structure in the sensorium ]

Probabilistic neuronal coding

4(9) =N (4,2)

Encoding a recognition density in terms of
. conditional expectations and uncertainty

s T e
:

i iy W
FigurelO. Th

e Free Energy Principle: Unifying Brai

Computational motor control

&= -0,6¢
Minimisation of sensory prediction error
e
Predictive codingand hierarchical inference «
[‘&\.v _ D,u:” *QE“‘Z““ 7,;‘1447 f A
Minimisation of prediction error with recurrent message passing ) Optimal control and value learning

a, u = arg max V($pm)

The Bayesian brain hypothesis Optimisation of a free-energy bound on

surprise or value

Minimising the difference between a recognition density

)
The free-energy principle >
w5 9y p P - Infomax and the redundancy
k‘ 3 a, pt,m=argminF (8w | m) minimisation principle
[ Minimisation of the free-energy of sensations ¥ = argmax {1($pu) — H(u)}
P -~ and the representation of their causes
~ Maximisation of the mutual information

between sensations and representations

Model selectionand evolution

m = arg min _“drF

Optimising the agent's mode! and priors through
neurodevelopment and natural selection

A potentialarchitecturefor developing ICAs grounded in the hypothesis that thermodynamics should

be the principal concept in future computing systems. It has

been suggested thdbr any selforganizing system that is at Ac‘ffzv{/\//,\\ /“4 ‘
equilibrium with its environmentit must minimize its free Cram” ) Camm )
energy. The ida of minimizing free energy has close ties to \QJ i/ s T
many existing brain theories, such as Bayesian A ?

brain, efficient coding hypothesis, predictive

4 2fft 1 062NF GAOS
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coding, cell assemblies and Infomax, as well as an evolutionary inspired theory called Neural Darwinism
or neuronalgroup selection. In these theories, plasticity is modulated by value, and value systems
control which actions lead to evolutionary fitness, that is, predicting outcomes that lead to positive

value and avoid negative value. From a thermodynamic perspeealgs is associated with those

actions that minimize the increase of entropy (e.g., feeding, predicting outcomes, gathering
information). We propose a thermodynamic computing architecture that is a closed loop system where
the control (algorithm) is clo$g coupled with the body (robots) and the world (environment).

Are norvon Neumann Architectures Essentig@goffrey Burr / IBM
[221AYy3 0Seé2yR G2RIF&Qa 5SSLJ [ SI.Wjficigf Atelllgkndel RA I Y A
hardware is based on nealrnetwork theories which rely on large training

sets for accurate classificatiofihe mathematics of these neural networks Conductance &

(like matrix multiplication and inversion) are handled in Graphics Processing @ < %
Units (GPU), but are limited by data movemdfuturesystems may X O g
perform computation in the storage areas using wegghscaling Ii\'(frj,.vm .mﬁlf‘a
approachesBecause the voNeumann architecture has been used for " ° @ 5‘52"% -
many generations, these future systems will likely first be combined with @ g &
von Neumann systems until there is aroplete understanding of the %ﬁf}
needs. IV ey

Figurel2. In-memory Computation ExampléGeoffrey Burr)

What More Can We Leafiom Biological Systems That Would Aidaeesigning ICAsAda Poon /
Stanford

Studying biological systems cgive insights to new system architecturéer example each brain
neuron is a sel€ontained processing elemer& human brain has 86 billion neurons with 100 trillion
synaptic connections and connect in ways that humans are just beginning to underShentduman
brain is not connected in a limited 2D wayaae modern computer system&uture computing
platforms will need to move to a 3D interconnect paradigm with asynchronous communica@ten
concept isevent drivenwireless computing nodes whicht@mconnect beyond normal 2D fabrics.

System Architecturder ICA: Role of WearableRoozbeh Jafari / Texas A&M
Future Intelligent Agents will need to leverage wearables to facilitate natural interactions between

human and machine and decouple the traditional user interface Measure context, behavior, cognition
. N . and the impact of information delivery
paradigm. Existing wearables are seamlessly colledatgbut the ¢ on the outcome

fusion and context need® be better understoodSome of the gaps
Ay 2RI saeinfordnatianidlivery overload (ignoring user
context or lacks timeliness) and lack of intuitive Ul beyond
display/keyboardsFuture Intelligent Assistants must be able to
summarize informatio quickly and provide the right information at
the right time to improve situational outcomes

JITAI, summarization and novel Ul

Figurel3. Future ICA Applications will be Seamlg$&o0zbeh Jafari)
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Neuromorphic Learning Machindgmre Neftci / UC Irvine
One of the keyequiremens for future Intelligent Agents is the ability to process locally with the user
at the edge, not in the cloud; this leads to more personalized
[ learning modelsOne technique for edge learning is
; ‘ neuromorphic computing which enaldéowpower, massively
IO/ || =22 12 1 FHd| parallel learning machine$o achieve these goals, only
o N T aaLa1Sage 2F AYFRNNIGA2Y &K2dA R
T \ =i (which have local internal weighing)ne research goal is to
i\ ) roresntatono find the optimal balance between the function, neuraldan
N / oo synaptic dynamics of a given system.

Figurel4. Spiking Neuromorphic Engineeriras an Enabler foow Power ApplicationgEmre Nétci)

Session Round Table Discussion

Dynamic reconfigwation of the deviceinterconnect is &omplexproblem How do we add a level of
neuro-plasticity to future devices? Modern systems are gootatdlingthe 2D interconnect problem,
but get exponentidy worseasthe dimensionalityincreasato 3D or 4D and beyond. Most people
think scalabilty is making a systesmaller, but the more interesting question is redefining scalability
whenif the system gets bigger, it gets better. To measure this requires having good sabiviat

which problemsare beingsolved one key metric to minimize is thenergy used.

Should we limit our research to evolutionary proce&5Esr examplea bridge is not functional during
eachstep of its creation, but most thikthat each step of a CAl delopment should be functional)

Evolution has many misstemnd many ariations andonlythe optimal solutions survivéddapting to
new situations and stimuli is a requirement for CAI.

The nature othe models used for the predictive systems is anotbemplexproblem.Predictive

systems will try to determine all the pob# outcomes, but predicting the outlier is key; the exception
is the metricby which future ICA applications will be judged.
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Session data and Modeling
Topic Chair Danil Prokhorov / Toyota

Keynote . Autonomous Driving?lanning AConvergenceof

Spiaker BEVIEE SR MM Atrtificial Intelligencgnd Cog_:?nitivcﬁcien%e
Matthias Scheutz / Tufts HumanLevel Performance
Kagan Tumer / Oregon State Objectivesas Models: Focu®y” WK I N (iH2 & ¢
Danil Prokhorov / Toyota Howto Copewith Delugeof Data?
Anthony Kuh / NSF RealTime Learning for Dynamic Systems
Autonomous Driving Planning: A Convergehéetificial Intelligencand Cognitive Sciene®avide Santo
/ NXP
The field of intelligent automimileshas seen great progress in distinguishing objects in the
environment of @ automobiledriver, like recognizing and classifying vehicles, landmarks, and traffic
signs, among other#\ particular challenge is the concept of a Planner, eventirallySoC,Hat is
capable of planning the path, selecting the maneuvers and deciding the trajectories of an Automated
Vehicle starting from autonomous driving level 3, where drivers are still necessary in the car, going
eventually to full autonomy level. A researchapplicationproposes modeling the behavior on the road
2F RNAOGSNE |yR LISRS&EGNALIYya Ay GKS O2yGSEG 2F dA
Y2RStAy3 GKS o0SKIFI@A2NI 2F GKS LISRSA G Nikdtioh,@etheA y i Sy
RNA @SNDA vy S Jdidinfeigainiades in hedidnded dtenids like highways. The model
should sum up safety levels of risk and caasd-effectto preventhuman fatalities.The resulting
modelwill be encapsulated in a cognitive systéo advance autonomous driving.

Paneliss

Perception Model/Map

The Sensorial The Cognitive The Strategy to
Experience Abstraction decision for action

Figurel5.t SNOSLIi A 2y (G@¥/ @3y AtlfAl2yyyOlD@E Sankos | vy a o S NJ

One keyconceptisthat the edge cases are the norm, not the rariuture Intelligent Agents need to
understandthe most contextually important informatioand must handle new situations effectively
and efficiently. The modelling of information is instrumental to understanding how to solve the CAI
problem.

Howto Copawith Delugeof Data?- Danil Prokhorov / Toyota
In future autonomous and connected vehicle systelagye amount®f data may be generated in just
one day but only a small fraction of the data is usable through traditional analytics (e.g., manual
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analysis). How do future Intelligent Agents handle thkude of data? There is a need to develop

cognitive algorithms to extract various behaviors and situations which are of interest for further
AYLINRGSYSyil 2F OSKAOfS aecadsSvyasz SaLISOAlLtte AF
Highway R&8 NOK t NRBANI Y H¢ KlFa 0SSy 02ttt SOGAYy3 RNAG)
miles, 695 known crashes as of July 2014, and an unknown number of rare events which may be

OKI NI Ol SNRA T S RFutuge Inteljgénk Agen¥iisibaé &bke o delp atomating data

processing so as to minimize human intervention while maximizing capabilities of data anSiytnes.

key research topics include developing cognitive planners, developing effective and efficient data
processing (automatic extraction of retent information, e.g., rare, imprecisely described events),

building good predictive models, and trusted, Jiteg learning for cognitive agents.

HumanLevel PerformanceMatthias Scheutz / Tufts

Driving in the wild among other human drivers isaable example of how limited and inadequate the
bottom-up statistical approaches to driving are (in part, because they focus solely on driving atd not
all the other possible situations that could impact driving in human environmgsdtshans employ
higherlevel reasoning and skill to deal with unexpected
events Humans also make judgements about whathis

ethical and morally right thing to do, even under time
pressure Future Intelligent Agents will need mental models of
human nature, predictive models bad on multimodal
interfaces, fast oneshot learning on the fly, fast creative
problem solving, normative reasoning, and the ability to
extract the relevant data from a given situatiddne-shot
learning combined with lorkerm learning is the key to enéb
future ICA applications.

Figurel6. One-shot Task Learning will beequired for ICA(Matthias Scheutz)

Objectivemsa 2 RSt &Y C2 OdzA h yKagad Tindi £Orebod Statax | 2 & ¢
Future Intelligent Agents will need to leawhich objectives '
matter at which time based on preferencds a world of o | I'd
Intelligent Agents, agents will need to interact with other agen oss | '
as well as their human usetdnderstanding the objectives ofa
given task are key to explainabilitf¢hen anotheragent does o | 4 i
a2YSGKAY3 @82dz R2y Qi F LILINR OGS OF £ £ &
knowledge of the objective function the other agent is doing. "0 o1 0z 03 04 05 08 07 08 03 |

Situational Awareness

i
Figurel?. Is a Little Knowledge a Dangerous Thingiagan Tumer)

alye 27F { 2d0eud hihowitdeifarndaygiven task instead of the objective of a given task:

what the agent is trying to do and what to optimize wh@me question is how much knowledge is

needed is a little knowledge a dangerous thing? Some studies have shown thratlimmated

knowledge may lead to sutyptimal but acceptable outcomes.
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RealTime Learning for Dynamic Systerethony Kuh / NSF

The National Science Foundation hasfecldy K| yRf Ay3 GKS I NBmlisy 3 d&. A 3
funding numerous projects in mame learningneural networks and spase data processindReal

time, efficient data reduction and context extraction is a key featdd8F is focusing on solving the

problems of society, andhe ICA program will address societal concerns and introdunaavgparadigm

for contextual computing.

Figurel8. NSF 10 Big Ideas for Future InvestméAnthony Kuh
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